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e Goal: Machine learning based auto tuner for controlling PID _ _ _ .
parameters The machine learning methods are evaluated with regards to their path-
e Problem: Tuning PID parameters manually is time following performance compared to the manually tuned controller
consuming
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An advanced Simulink model was constructed in order to | — e
enable realistic simulations of the AGV. The model was T R
validated with real data from a real AGV and features a PN S—
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multitude of variable disturbancesin order to increase the
stability of trained agents. a
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Two different machine learning methods were evaluated for
the auto-tuner. Deep deterministic policy gradient (DDPG)
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and proximal policy optimization (PPO) u :
CLIP(g) _ i o )| - = T T ek
Ly~ (0) = mm(Rg[B)A, , clip(Ri(0), 1 —€,1+€)A, )‘ )|
Two different reward functions have been investigated S s oL L R . s
e Simple linear based on velocity and heading error.
e Conditional error with an exponential error scale when error
was larger than requirement. Trammg PPO Trammg DDPG
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Compared to conventional tuning, the ML-based tuning it wn " | M | S
methods can yield: o e el — - S
e Improved performance
e [ncreased robustness for various environments
e Decreased tuning time
— Future Work
Some interesting questions that need to be researched is:
_ e Implement into a real vehicle
e Test more reward functions based on other variables
e Extend simulation environment with a more detailed model for
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